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Overview

Main Purpose: Understand Representations of LLMs

Two Methods:

InversionView[1]: Decode Information from Activations

Patchscopes[2]: Explain Representations in Natural Language
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Figure 1: A structure of activation patching in [3]
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Review

Anto Encoder [4]

Probing Classifiers[5]: Predict some linguistic property from a
model’s representations.

IOI [3][6]
Example: “When Mary and John went to the store”, “John
gave a bottle of milk to ?”.
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InversionView

Main Question: What information is encoded by an activation in a
neural network?

InversionView aims to find those inputs that give rise to the
same activation, and examine what’s common among them to
infer what information it encodes.
Larger changes make it easier for downstream components to read
out information than very small changes.
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ϵ-preimage

Given a space X of valid inputs, a query input xq ∈ X , a function
f that represents the activation of interest as a function of the
input, and a query activation zq = f(xq), define the ϵ-preimage:

Bzq ,f,ϵ = {x ∈ X : D(f(x), zq) ≤ ϵ}, (1)

where ϵ > 0 is a threshold and D(·, ·) is a distance metric.
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ϵ-preimage

When xq is a sequence, they study the vector zq corresponding to
a specific position t in this sequence, i.e. zq = f(xq)t where f(xq)t
represents taking the activation from the site of interest
(abstracted by f) at position t in input sequence xq.
ϵ-preimage:
Bzq ,f,ϵ = {x : x ∈ X ,∃t ∈ [1, |x|] : D(f(x)t, z

q) ≤ ϵ}.
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Conditional Decoder Model

Autoencoder Conditional Decoder Model: A LLM trained to
recover xq from zq.

Figure 2: The decoder model architecture used in InversionView.
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Conditional Decoder Model

The query activation zq ∈ Rd is first concatenated with a trainable
activation site embedding eact ∈ Rdsite , producing the intermediate
representation z(0) = [zq; eact]. dsite is the number of possible
activation sites in the training set.



Overview InversionView Patchscopes Summary Discussion

Experimental Setup

The residual stream: xi,{pre,mid,post} ∈ RN×d, where i is the layer
(an attention (sub)layer + an MLP (sub)layer) index, and pre,
mid, post stand for the residual stream before the attention layer,
between attention and MLP layer, and after the MLP layer.
xi,post = xi+1,pre.
xi,mid
t ∈ Rd is the activation at token position t.

The attention layer output decomposes into outputs of individual
heads hi,j(·), i.e., xi,mid = xi,pre +

∑
j h

i,j(LN(xi,pre)).

ai,j is attention head’s output, i.e., ai,j = hi,j(LN(xi,pre)).
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InversionView on Character Counting Task

Task Example: “vvzccvczvvvzvcvc|v:8”
To predict the frequency of the target character (here, “v”) before
the separator “|”.
A transformer with 2 layers and 1 head is trained for this task.

D(z, zq) = ∥z−zq∥2
∥zq∥2 (i.e., normalized euclidean distance)

ϵ = 0.1
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InversionView on Character Counting Task

Figure 3: InversionView on Character Counting Task.
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InversionView on Character Counting Task

Figure 4: InversionView on Character Counting Task.
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InversionView on IOI Task

Task Example: “When Mary and John went to the store, John
gave a drink to”– “Marry”
A GPT-2 small is trained for this task.

D(z, zq) = 1− z·zq
||z||·||zq || (i.e., cosine distance), and ϵ = 0.1.
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InversionView on IOI Task

Figure 5: InversionView applied to Name Mover Head 9.9 at “to”
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InversionView on 3-Digit Addition

Task Example: “B362+405=767E” and “B824+692=1516E”
F1, F2, F3 denote the three digits of the first operand.
S1, S2, S3 for the digits of the second operand.
A1, A2, A3, A4 (if it exists) for the three or four digits of the
answer.
C2, C3 for the carry from tens place and ones place.
A decoder-only transformer (2 layers, 4 attention heads, dimension
32) is trained for this task.

D(z, zq) = ∥z−zq∥2
∥zq∥2 (i.e., normalized euclidean distance) and

ϵ = 0.1.
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InversionView on 3-Digit Addition

Figure 6: InversionView applied to 3-digit addition
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Summary on InversionView

InversionView: A tool for decode activations.

Detailed experiments about what can you do with
InversionView.

InversionView can scale from 2-layer transformer to GPT-2
XL.

Limitations:

Relying on a black-box decoder.

Not clear whether it can work when models are larger.

Decoding some irrelevant information.
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Patchscopes

Key idea: To leverage the advanced capabilities of LLMs to
generate human-like text for “translating” the information encoded
in their own hidden representations.
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Algorithm of Patchscopes

Given an input sequence of n tokens S = ⟨s1, ..., sn⟩ and a model
M with L layers, hℓ

i denotes the hidden representation obtained at
layer ℓ ∈ [1, . . . , L] and position i ∈ [1, . . . , n], when runningM
on S.
To inspect hℓ

i , they consider a separate inference pass of a model
M∗ with L∗ layers on a target sequence T = ⟨t1, . . . , tm⟩ of m
tokens. Specifically, we choose a hidden representation h̄ℓ∗

i∗ at layer
ℓ∗ ∈ [1, . . . , L∗] and position i∗ ∈ [1, . . . ,m] in the execution of
M∗ on T .
Moreover, we define a mapping function f(h;θ) : Rd 7→ Rd∗

parameterized by θ that operates on hidden representations ofM,
where d and d∗ denote the hidden dimension of representations in
M andM∗, respectively.
The patching operation refers to dynamically replacing the
representation h̄ℓ∗

i∗ during the inference ofM∗ on T with f(hℓ
i).
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Algorithm of Patchscopes

It is possible thatM andM∗ are the same model, S and T are
the same prompt, and f is the identity function I (i.e., I(h) = h).
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Algorithm of Patchscopes

Step 4: 
Running Execution

 on Patched Target

Amazon `s former CEO  attended Oscars 

f(  ) =

cat->cat; 135->135; hello->hello; ?

Step 1: 
Feeding Source Prompt

to Source Model

Step 2: 
Transforming 
Hidden State

Step 3: 
Feeding Target Prompt 

to Target Model

Jeff Bezos

Figure 7: Procedure of a Patchscope
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Patchscopes as a Framework

Figure 8: Prior methods can be viewed as Patchscopes.
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Patchscopes on Next-Token Prediction Decoding

To estimate the output probability distribution from hidden
representations from a model.
Baselines

Logit Lens: No Change

Tuned Lens: Learnable Linear Projection

Patchscope: M =M∗,T ̸= S,
Target Prompt:“tok1→ tok1 ; tok2→ tok2 ; . . . ; tokk”
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Patchscopes on Next-Token Prediction Decoding
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next-token prediction estimation in multiple models
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Patchscopes on Extraction of Specific Attributes

A triplets: (σ, ρ, ω) of a subject (e.g., “United States”), a
relation (e.g., “largest city of”), and an object (e.g.,
“New York City”).
How to extract the object ω from the last token representation of
the subject σ in an arbitrary input context.
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Patchscopes on Extraction of Specific Attributes

Methods:
1. Logistic Regression Probe
2. Zero-shot Feature Extraction Patchscope: M∗ =M. Target
Prompt: “The largest city in x” with “x” as a placeholder
for the subject.

Evaluation: For a given sample, the Patchscope is considered
correct if ∃ ℓ∗ ∈ [1, . . . , L∗] where the generated text up to 20
tokens includes ω. For the probe, a prediction is correct if the
highest probability is assigned to ω.
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Patchscopes on Extraction of Specific Attributes

Figure 10: Feature extraction accuracy (mean±std).
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Analyzing Entity Resolution in Early Layers

Task: Describe some entities. Example: “Wales : Country in the
United Kingdom”
Few-shot target prompt template for Patchscopes:
“subject1: description1, ..., subjectk: descriptionk,

x”, while patching the last position corresponding to x.
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Analyzing Entity Resolution in Early Layers
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descriptions from Wikipedia, using Vicuna models.
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Expressiveness from Cross-Model Patching
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Application: Correcting Multi-Hop Errors

Task Description: For example, Let
τ1 ← (“Visual Basic”, “product of”, “Microsoft”) and τ2 ←
(“Microsoft”, “company CEO”, “Satya Nadella”). An example
verbalization of these tuples is π1 ←“the company that

created Visual Basic”, π2 ← “The current CEO of”,
leading to the multi-hop query [π2][π1] =“The current CEO of

the company that created Visual Basic”.
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Application: Correcting Multi-Hop Errors

Methods:

Vanilla Baseline: set S ← [π1][π2], we let the model
autoregressively generate up to 20 tokens and check whether
ω2 appears in the generation.

Chain-of-Thought Baseline: Here, the setup and evaluation is
similar to the vanilla baseline, except that we prepend ”Let’s
think step by step.” to S.

Patchscope: T ← S,M∗ ←M,
Source: The current CEO of the company that created Visual
Basic Script.
Target: The current CEO of the company that created Visual
Basic Script.



Overview InversionView Patchscopes Summary Discussion

Application: Correcting Multi-Hop Errors

Table 1: Comparison of Methods for Multi-Hop Reasoning

Method Accuracy
Vanilla Baseline 19.57%

CoT Baseline 35.71%

Patchscope 50%
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Summary on Patchscopes

Patchscopes: a simple and effective framework that leverages
the ability of LLMs to generate humanlike text for decoding
information from intermediate LLM representations.

A real framework that can contain familiar methods.

It shows the changing information of representations by layers.

It can really scale to larger models.
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Summary

InversionView: A method which can decode activations.

Patchscopes: A framework which help LLMs to generate
leveraging LLM representations.
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Q&A I

Is Patchscopes decoding the latent space of LLM? And how is
this ”decoding” serving as interpretation? And can this
framework be extended from layer level to more complicated
structures?

Patchscopes: Where do the variations in performance in the
feature extraction task come from, when you look at Table 2,
the Object superclass vs The Substance phase for example?

Using the model’s own ability to decode hidden
representations is very creative. The target prompt design is a
strong point of this framework. But for different tasks,
prompts need to be adjusted manually. This makes it less
convenient to use. Is it possible to find a way to create
efficient prompts automatically?
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Q&A II

The framework allows using different mapping functions like
identity mapping or linear mapping. Would more complex
nonlinear functions work better?

What are the limitations of using a conditional decoder model
to approximate the -preimage, and how might these
limitations impact the validity of the interpretations?

The conditional decoder model considers both the geometry
of activations and adds diversity by using temperature and
noise. This design makes the samples accurate and covers a
wider preimage space. However, I am worried that training
the decoder could be complicated.
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Thanks

Thank you for your Attention!
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