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Motivation

Language models can operate multilingually
sometimes even without explicit language alignment
[Kulshreshtha et al., 2020, Cao et al., 2020]

→ How do they actually process diverse languages?

Do they code-switch?

How do they represent knowledge in different languages?
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Background

Neurons:

Respond to syntactic triggers [Wang et al., 2023] and encode
positional information [Voita et al., 2024]

Store factual information [Dai et al., 2022]

Knowledge can be edited by manipulations [Meng et al., 2022]

Multilinguality:

Both language-specific and -agnostic parameter spaces
[Foroutan et al., 2022]

Linguistic similarity correlates with cross-language transfer
[Philippy et al., 2023]
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Papers

Language-Specific Neurons:
The Key to Multilingual

Capabilities in Large Language
Models by [Tang et al., 2024]

Tracing the Roots of Facts in
Multilingual Language Models:

Independent, Shared, and
Transferred Knowledge by

[Zhao et al., 2024]
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Main Idea

Language-agnostic and language-specific regions in LMs

hand

When you are 
happy, clap your

Lorsque vous êtes 
heureux, tapez 

dans votre

当你开心你就拍拍

English 
neurons

French 
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Chinese 
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Language-agnostic 
neurons

Language-specific neurons
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Input Output

当你开心你就拍拍

Figure 1: Activated neurons in LMs in different languages.

→ Detect language-specific neurons by computing neurons
activation likelihood to different languages
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Inspiration from human language research from the brain âƒ™ Brocaâ•Žs area is responsible for particular language production and articulation and hypothesise that there should be 	extbf {language-agnostic} and 	extbf {language-specific} regions first, the authors propose LAPE to detect language-specific neurons computing the activation likelihood of individual neurons in response to corpora across different languages then they select neurons with lower language activation entropy (less suprised) as language-specific neurons so they have higher activations for one or two languages and lower for others



Introduction Language Neurons Tracing Facts Conclusion References

Main Idea

Language-agnostic and language-specific regions in LMs

hand

When you are 
happy, clap your

Lorsque vous êtes 
heureux, tapez 

dans votre

当你开心你就拍拍

English 
neurons

French 
neurons

Chinese 
neurons

Language-agnostic 
neurons

Language-specific neurons

hand

main

手

Input Output

当你开心你就拍拍

Figure 1: Activated neurons in LMs in different languages.

→ Detect language-specific neurons by computing neurons
activation likelihood to different languages

January 16, 2025 Arseven & Cai Multilingual LMs 7 / 62

Inspiration from human language research from the brain âƒ™ Brocaâ•Žs area is responsible for particular language production and articulation and hypothesise that there should be 	extbf {language-agnostic} and 	extbf {language-specific} regions first, the authors propose LAPE to detect language-specific neurons computing the activation likelihood of individual neurons in response to corpora across different languages then they select neurons with lower language activation entropy (less suprised) as language-specific neurons so they have higher activations for one or two languages and lower for others



Introduction Language Neurons Tracing Facts Conclusion References

Activation Probability

Given the language k , how probable is it that the jth neuron in
the ith layer to activate?

pki ,j = E
(
I
(
act fn(h̃iW i

1)j > 0
)
| language k

)
,

1 Distribution for each neuron and each language indicating for
which language a neuron fires

active if activation value exceeds 0

2 L1 normalization to convert this into a probability
distribution

January 16, 2025 Arseven & Cai Multilingual LMs 8 / 62



Introduction Language Neurons Tracing Facts Conclusion References

LAPE: Language Activation Probability Entropy

The entropy of pki ,j quantifies the neuron’s activation reaction
to language k

LAPEi ,j = −
l∑

k=1

p′ki ,j log(p
′k
i ,j).

Neurons with low LAPE → language specific neurons:[
0 0 0 0 0.8 0 0 0.2

]
→ LAPE ≈ 0.5004

only active to few languages → uncertainty is low

Neurons with high LAPE → language agnostic neurons:[
0.2 0.1 0 0 0.3 0.1 0 0.3

]
→ LAPE ≈ 1.5048

active to many languages → uncertainty is high

January 16, 2025 Arseven & Cai Multilingual LMs 9 / 62

entropy: uncertainty. so you are more uncertain when neurons fire for more stuff
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Language Models

Model Number of Neurons
llama2-7b 352k
llama2-13b 553k
llama2-70b 2.29M
bloom-7.1b 492k

Table 1: Number of Neurons in Different Models
[Touvron et al., 2023, Scao et al., 2023].

LLaMA-2: bigger and better but primarily trained on English

BLOOM: trained on a balanced dataset with different
languages

January 16, 2025 Arseven & Cai Multilingual LMs 10 / 62
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Tasks & Dataset

Identify language-specific neurons in two scenarios:

Language modeling

perplexity scores on multilingual1 Wikipedia corpora

Perplexity = 2H(X )

Open-ended generation

translated Vicuna [Chiang et al., 2023] questions using gpt-4
resulting texts are assessed by gpt4 on a 1-10 scale

1Considered languages: English, simplified Chinese, French, Spanish,
Vietnamese, Indonesian and Japanese (not for BLOOM)
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Methods

1 LAPE
2 LAP: Language Activation Probability

Language-specific if a neurons activation exceeds 95%

3 LAVE: Language Activation Value Entropy

LAPE but mean activation probability across languages

4 PV: Parameter Variation

Model parameters are compared before and after monolingual
instruction tuning [Zhang et al., 2024]
Low rate of change in few languages → language-specific

5 Random Selection (RS)

January 16, 2025 Arseven & Cai Multilingual LMs 12 / 62
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Experiment Setup

1 Input tokens to the LM

2 Compute their LAPE score
3 Select the neurons that:

fall within the lowest percentile (bottom 1%) of LAPE scores
exceed the activation probability threshold (95%):
llama2-70b → 0.515

4 Calculate their perplexity

lower the better

January 16, 2025 Arseven & Cai Multilingual LMs 13 / 62
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0. Main Experiment

Deactivating
language-specific regions by
setting their activation
values to 0

If diagonal: neurons do
impact the multilingual
capabilities

LAPE: consistent diagonal
entries across models

LAVE & LAP: cross-lingual
interference

Figure 2: Four methods on the
perplexity of LLaMA-2 (7B).

January 16, 2025 Arseven & Cai Multilingual LMs 14 / 62
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0. Main Experiment

zh fr es vi id ja
Normal Activation 4.30 4.19 3.51 3.70 4.16 2.86

Random Deactivation 4.18 4.22 3.35 3.53 4.42 2.99

zh 2.46 3.56 2.96 3.64 3.56 2.31
fr 3.69 2.50 2.29 3.01 3.59 2.76
es 3.51 2.57 2.01 3.14 3.34 2.56
vi 3.93 3.19 2.49 2.74 3.59 2.74
id 3.67 3.10 2.67 3.21 2.84 2.80
ja 3.21 3.69 3.07 3.49 3.37 1.84

Table 2: Performance of LLaMA-2 (70B) on the multilingual Vicuna as
evaluated by GPT-4.

Deactivated k-specific neurons → no more quality content
generated in language k

January 16, 2025 Arseven & Cai Multilingual LMs 15 / 62
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0. Main Experiment

Question
你是一位登上珠穆朗玛峰顶峰的登山者。描述一下你...
(Translation: You are a mountain climber reaching the summit ..)
Normal output
我是一个登上珠穆朗玛峰顶峰的登山者。当我站在山顶...
(Translation: I am a climber who has reached the ...)
Deactivated output
我是一個登上珠穆朗瑪峰頂峰的登山者。I am a mountaineer who
has climbed to the top of Mount Everest. 當我站在珠my朗ma峰頂
峰，我感到非常興奮和欣慰。. . .

Table 3: Example of LLaMA-2-70B responses to a question in Chinese.
The output is generated when Chinese neurons are deactivated.

January 16, 2025 Arseven & Cai Multilingual LMs 16 / 62
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1. Distribution and Identification Ratio

en zh fr es vi id ja
836 5,153 6,082 6,154 4,980 6,106 5,216

Table 4: The number of neurons in each language in LLaMA-2-70B.

Total of 23k language-specific neurons

The distribution is relatively even

except English, which requires fewer neurons to support the
dominant language

January 16, 2025 Arseven & Cai Multilingual LMs 17 / 62
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1. Distribution and Identification Ratio
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Figure 3: Change in perplexity across languages upon incremental of
language-specific neurons when deactivating French neurons.

Examining the top 1-10% of the activated neurons

Processing French becomes harder
Spanish also worsens → both Romance languages

January 16, 2025 Arseven & Cai Multilingual LMs 18 / 62
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2. Structural Distribution Analysis
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Figure 4: Distribution of
language-specific neurons across
different layers in LLaMA-2 (70B).

Language processing is
concentrated at bottom
and top layers

Second layer: 7k
Final four layers: 1k each

January 16, 2025 Arseven & Cai Multilingual LMs 19 / 62
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2. Structural Distribution Analysis
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Figure 5: The mean SES between all
language pairs and total language
neuron numbers across layers.

Opposite trend on the
sentence embedding
similarity (SES)

Bottom layers: mapping
different languages into a
shared representation

could be English

Top layers: vocabulary
mapping to the respective
language
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3. Language Dominance Analysis

Are low-resource languaged dominated by high ones?

1 Compute mean sentence embeddings score (SES) for all
sentence pairs between k and c

a larger SES indicates c has a larger dominance

2 Obtain vk as the target language vector

3 Conduct the space mapping

4 Transfer SES into the same space around vk
5 Observe their alignment

January 16, 2025 Arseven & Cai Multilingual LMs 21 / 62
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3. Language Dominance Analysis
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Figure 6: LLaMA-2 (70B)
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Figure 7: BLOOM (170B)

→ Low-resource languages are centered around high-resource
languages

English in very dominant in LLaMA, whereas BLOOM shows
more distributed results
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4. Steering Output Language

Steering the output language can mitigate the off-target language
issue [Gu et al., 2019, Sennrich et al., 2024]
↪→ prompted in Chinese but answered in English

Language-specific neurons are not rightfully activated

Manual activation by assigning an activation value

January 16, 2025 Arseven & Cai Multilingual LMs 23 / 62
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4. Steering Output Language

Metrics Settings zh fr es vi id ja

Language accuracy
normal 0.87 0.73 0.81 0.60 0.40 0.79
steered 0.99 0.90 0.93 0.97 0.99 1.00

Content quality
normal 4.30 4.19 3.51 3.70 4.16 2.86
steered 4.57 4.35 4.02 3.57 4.28 2.91

Table 5: The language accuracy of the normal and steered output by
activating language-specific neurons.

More responses in the target language and improvement in
the generation quality

January 16, 2025 Arseven & Cai Multilingual LMs 24 / 62
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4. Steering Output Language

Question
¿Cómo puedo mejorar mis habilidades de gestión del tiempo?
(Translation: How can I improve my time management skills?)
Steered output in Chinese
Time管理是一个非常重要的技能，因为它可以提高你的生产力并使
你更有效地完成任务。下面是一些提示...
(Translation: Time management is a very important skill because it
increases your productivity and allows...)

Table 6: An example of asking question in Spanish and answering it in
Chinese.

Altering the output language through neuron-level
manipulations

By deactivating the question language and activating
answer language neurons

January 16, 2025 Arseven & Cai Multilingual LMs 25 / 62
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Main Findings

1 Language-specific neurons are at a minuscule proportion

23k in 2.29M ≈ 1%
when deactivated, understanding and generation in that
language significantly decreases

2 They are mostly located in the bottom and top layers of
model

bottom: process the input to a higher representation
top: project this back to the target language

3 Generation can be steered by selectively activating and
deactivating these neurons

solution to off-target language issue

January 16, 2025 Arseven & Cai Multilingual LMs 26 / 62

So, to remind ourselves the conclusion of the first paper: when looked in scale of the total neurons in large language models, language-specific neurons make up just a minuscule portion of it. Such a small region can handle handling of multilingual text. These identified neurons are mostly located in the bottom and top layers of the model, since the model needs to identify the input and map it into a higher representation first. And then it needs to map it back to the target language in the top layers. And the authors show that the generation language can be manually switched by turning on and off these neurons.
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Research Questions

Tracing the Roots of Facts in Multilingual Language Models:
Independent, Shared, and Transferred Knowledge

1 How does factual probing performance of ML-LMs differ
across languages, and what factors affect these differences?

2 Do ML-LMs represent the same fact in different languages
with a shared or independent representation?

3 What mechanisms during the pre-training of ML-LMs affect
the formation of cross-lingual fact representations?

January 16, 2025 Arseven & Cai Multilingual LMs 28 / 62

There are three main research questions of this paper. First, they try to prob the factual knowledge of ML-LMs to find out the factors resulting in the difference of probing performance.
 par Then they continue to explore whether the facts are represented in a shared or an independent pattern across language.
 par Lastly, they want to know what... 
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Previous Works on Multilingual Factual Probing

Use the fill-in-blank cloze question dataset to query PLMs to
explore their ability of handling factual knowledge.[Petroni
et al., 2019]

Figure 8: Query LMs for factual knowledge

Specific fact representation are linked to specific set of
neurons rather than the whole space. → Enhance models
through neurons adjustment.[De Cao et al., 2021]

January 16, 2025 Arseven & Cai Multilingual LMs 29 / 62

let's firstly have a look at the previous works on multilingual factual probing. Normally, we can utilize the fill-in-blank cloze question dataset to query the pretrained multilingual model to. 
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Previous Works and Targets

Investigate PLMS’ representation of facts in languages other
than English. → Languages with limited resources have
weaker predictability.[Devlin et al., 2019]

Cultural biases of the datasets might affect the predictability
of PLMs[Fierro and Søgaard, 2022].

Targets:

Clarify how facts are perceived and identify the difference in
fact recognition among languages.

Investigate how ML-LMs learn and represent facts.

January 16, 2025 Arseven & Cai Multilingual LMs 30 / 62
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Experiment Setup of Probing Factual Knowledge

Datasets:

mLAMA: multilingual extension of LAMA, contains 37,498
instances spanning 43 relations. (represented as fill in blank
cloze)[Kassner et al., 2021].

Example: “[X] is the capital of [Y].”

Models:
Encoder-based ML-LMs

multilingual Bert(mBERT)[Devlin et al., 2019]

XLM-R[Conneau et al., 2020]

Why not generative models?

January 16, 2025 Arseven & Cai Multilingual LMs 31 / 62

The question is why didn't they use decoder-based model, which we use more frequently nowadays. I think the reason is simple to u, it is becasue the factual knowledge probing process is done by letting ML-LMs to predict word in the mask. Encoder-based models are smaller but have better performance in these language understanding tasks.



Introduction Language Neurons Tracing Facts Conclusion References

Protocol of Probing ML-LMs

Full Match:
Assign exact number of mask tokens of object Y.

Partial Match:
List all object Y and their token counts associated with the
template.
A fact was considered correctly predicted if any version of the
prompt included the correct object tokens, regardless of
additional preceding or succeeding tokens.

”The Beatles plays [MASK] music.”
The Beatles plays [MASK][MASK][MASK]MASK] music”

How to decide the longest mask token sequence?

January 16, 2025 Arseven & Cai Multilingual LMs 32 / 62

They come up of two matching methods to estimate predictable facts. The first one is ...
 But i am confused when i read this part, i have no idea how do we decide the longest mask token sequence when we are doing partial match. Because the first tuition for me is that with bigger mask token number, maybe the probability that the correct object involved is becoming higher. But this paper didn't explain their set of mask token sequence.
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Probing Results

Why we have the distribution here? Isn’t P@1 a number?

Figure 9: Probing P@1 on mLAMA for full and partial match methods
with mBERT and XLM-R.

January 16, 2025 Arseven & Cai Multilingual LMs 33 / 62

The figure here display the results in term of first rank precision. Anyone here doesn't know this metric? Number of correctly predicted facts divided by total number of facts. But here is a simple question for u: so for one model, isn't the case we can only get one P@1 value at the end, why we can have this kind of distribution of P@1 in this figure?
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Probing Results

Figure 10: P@1 for 53 languages on mLAMA using full- and
partial-match methods with mBERT and XLM-R.

January 16, 2025 Arseven & Cai Multilingual LMs 34 / 62

This figure on the previous slide is actually the visialization of this table, which is shown in the appendix of this paper. They tested 53 languages on mLAMA dataset using both full and partial-match methods with mBert and XLM-R. Therefore, each model tested with each language on each dataset can generate one P@1. 
 But in general, we can observe a consistent low P@1 score, especially for the low resource language. This is also the reason why they want to find out factors that influence this discrepancy of P@1 score.
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Confusions of their Arguments

Non-essential tokens such as whitespaces are produced with
both full and partial match.

Partial match offers better representation, but they choose
full-match approach in the following discussions.

Figure 11: Four patterns discerned in facts predicted by partial-match
method.

January 16, 2025 Arseven & Cai Multilingual LMs 35 / 62
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Discrepancy in Factual Probing across Languages

Training data volume

Mask token count

Presence of localized knowledge cluster

Figure 12: Wikipedia data size of abstracts vs. Factual probing P@1 on
mLAMA in mBERT in 53 languages.

January 16, 2025 Arseven & Cai Multilingual LMs 36 / 62

After they have an rough estimation of predictable facts. Following their results showing the discrepancy of P@1 score
 They started to evaluated following features and also identified the presence of localized knowledge cluster.
 The figure here shows a irregular correlation between the P@1 score and the data size of abstracts. Suggesting that even if certain language has more resources, it doesn't necessarily have better performance in predicting facts.
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Training Data Volume

Pearson correlation coefficient between P@1 and five
metrics on the training data of mBERT:

r =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2 ·
√∑n

i=1(yi − ȳ)2

Moderate correlation indicates a limited impact of the training
data volume on learning factual knowledge.

January 16, 2025 Arseven & Cai Multilingual LMs 37 / 62

The first factor they detect is training data volume. They applied Pearson correlation coefficient here to quantify the relationship between P@1 score and five metrics on the training data of mBERT. And the result shows that the data size of abstracts is already most related to P@1. They also claim that the moderate correlation indicates a limited impact of data volume on learning factual knowledge.
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Mask Token Count

Is One-token P@1 the sub experiment of mBERT P@1?

Potential cultural biases in mLAMA alone can’t explain the
substantial difference between mBERT P@1 performance of
Italian and Japanese.

XLM-R tokenizer captured more one-token entities in
Japanese. Better performance on non-Latin languages.

January 16, 2025 Arseven & Cai Multilingual LMs 38 / 62

The second factor is mask token count. They analysed three specific languages. By comparing mBERT P@1 and XLM-R P@1 in term of Japanese, XLM-R tokenizer can produce more one-token entities, resulting in better performance. The explanation in this paper is that the XLM-R tokenizer can produce shorter tokens for non-Latin scripts, results in better performance for non-Latin language. 
 But why the hell Afrikaan can have better one-token P@1 than Japanese. So i think the results turn out to be a mess, no certain conclusion can be draw. And one thing that confuses me is that is one-token P@1 the sub experiment of mBERT P@1?
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Cross-Lingual Knowledge Sharing

Jaccard Similarity:

J(A,B) =
|A ∩ B|
|A ∪ B|

, (1)

Cross-lingual knowledge transfer does not occur universally
across languages. → Localized knowledge sharing pattern.

Figure 13: Jaccard similarity matrix of shared factual knowledge across
languages with mBERT. How many facts two languages share.
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Nevertheless, they hypothesis that the lower resource languages can have higher accuracy is because the model being proficient at cross-lingual factual knowledge sharing. To investigate this possibility. They used the Jaccard similarity, A and B are the sets of facts predicted by two languages.
 From the figure here, we can observe an interesting phenomenon, languages in geographical proximity showed greater overlap in shared facts.This suggests that cross-lingual knowledge transfer does not occur universally across languages.
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Fact Representations

Do ML-LMs Have Fact Representations Shared Across
Language? → Two scenarios:

Figure 14: Three types of fact representation in ML-LMs

Copy of same fact is independently maintained across
language.

Fact representations in different languages are unified in an
embedding space.

January 16, 2025 Arseven & Cai Multilingual LMs 40 / 62

And in the next part, they want to dive deeper into the question: do ML-LMs have fact representations across languages? They summarized two senarios.
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Factual Neuron Probing

Analyzed the representation of cross-lingual facts in ML-LMs
by identifying their active neurons across languages. →
PROBLESS[Antverg and Belinkov, 2022].

Detect the deviation of neurons values from the average, so
both positive and negative deviation is considered active.

Predictable facts that share the same relation but vary in
subject-object pairs.

Collect neurons of [MASK] token identify active neurons as
signatures of the fact representations. Average Pooling for
multi-tokens masks.

Collect active neurons for the same fact in various
languages.Focused on the top 30 languages by P@1 score.
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They applied Factual Neuron Probing method PROBLESS here. It analyed facts by identify their active neurons across languages.
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Results of Factual Neuron Probing

The presence of both independent and cross language fact
representations in ML-LMs.

Figure 15: Neuron activity with mBERT in four languages in response to
the query ”William Pitt the Younger used to work in [MASK].”
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And here is the result of factual neuron probing in term of four languages in response to the query "...". From which we can observe a similar neuron activity patterns. Distinct activation patterns in the English-German and Indonesian-Malay pairs indicate cross-lingual knowledge neurons, while differences between the pairs indicate language-independent representations.
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Quantification of Cross-Language Sharing

Given a set of shared facts, to what extent the two languages
share the top 50 active neurons.

No consistent geographical boundaries among languages.
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Figure 16: Language similarity based on top 50 shared active neurons by
probing on mLAMA with mBERT.
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To what extent two languages share the active neurons. ....Suggesting that the use of either the language-independent scenario or the cross-lingual sharing scenario largely depends on the specific factual knowledge itself.
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Formation of Cross-Lingual Representations of Facts

So far:

Confirm the presence of cross-lingual representations by
neuron probing and Jaccard similarity.

Next step:

Access whether (1) Fact representations are learned
individually from distinct language corpora and
subsequently aligned into a common semantic space.
(2) Acquire through cross-lingual transfer.
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Roots – Data

Verify if the fact originates from training data.

Examine the occurrences of the subject and object.

Using string matching between the object subject pair and
Wikipedia text. Then access the co-occurrence.
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Absent yet Predictable Facts

Languages with more training data have better factual
knowledge coverage.

Languages like Afrikaans and Albanian can predict fact
correctly even without existence in the training corpus.

Indicate high possibility of effective cross-lingual tansfer.

Figure 17: Number of correctly-predicted facts with mBERT in terms of
existence of knowledge source.
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Easy to Predict Facts

Shared Entity Tokens:
’Sega Sports R&D is owned by Sega.’

Naming Cues:
’The native language of Go Hyeon-jeong is Korean.’

Other:
The remaining facts are difficult to infer from the entities
only, indicating the high possibility of cross-lingual transfer.
Why???
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Irregular!

Statistics show that while cross-lingual transfer of factual
knowledge in ML-LMs does occur, it is limited.

Figure 18: The count of three types of absent and predictable facts with
mBERT.
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Outline

1 Introduction

2 Tang et al.: Finding Language-Specific Neurons

3 Zhao et al.: Tracing the Roots of Facts

4 Conclusion
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Tang et al. [2024] Conclusion

1 Language-specific neurons are at a minuscule proportion.

2 They are mostly located in the bottom and top layers of
model.

3 Generation can be steered by selectively activating and
deactivating these neurons.

January 16, 2025 Arseven & Cai Multilingual LMs 50 / 62

So, to remind ourselves the conclusion of the first paper: when looked in scale of the total neurons in large language models, language-specific neurons make up just a minuscule portion of it. Such a small region can handle multilingual text. These identified neurons are mostly located in the bottom and top layers of the model, since the model needs to identify the input and map it into a higher representation first. And then it needs to map it back to the target language in the top layers. And the authors show that the generation language can be manually switched by turning on and off these neurons.
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Zhao et al. [2024] Conclusion

1 Two methods including full and partial match are applied to
prob factual knowledge of two ML-LMs mBERT and XLM-R.
P@1 scores are relatively low especially in low resource
languages.

2 Key factors like data volume, mask token count are evaluated
on their influence to the discrepancy in factual probing across
language.

3 Contradictions in sharing patterns among geographically
proximate language clusters.

4 Three types of patterns for acquiring and representing factual
knowledge across languages in MLLMs are identified through
neuron probing.

5 Future work aims to enhance the cross-lingual fact
representation learning in ML-LMs and develop a more precise
factual probing dataset.
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Questions to Tang et al. [2024]

Q1:

Is the L1 normalization based on single neuron activations? If so,
may that discriminate against language specific polysemantic

neurons that activate in combination, though get disregarded since
their single activation may lie below the chosen threshold?

They are applied to the distribution of neuron activations. I think
they still acount for polysemanticy by not resticting each neuron to
be responsible for one language. The idea is more to find the
language specific regions, and not 1-1 mapping of
language-neurons.
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Questions to Tang et al. [2024]

Q2:

Why and how do the authors decide to target the “bottom 1%” of
neurons? Where does the 1% come from?

To restrict the amount of neurons they have to analyze. Since this
is a percentage, the bottom 1% is an empirical threshold that
they have set.

January 16, 2025 Arseven & Cai Multilingual LMs 54 / 62



Introduction Language Neurons Tracing Facts Conclusion References

Questions to Tang et al. [2024]

Q2:

Why and how do the authors decide to target the “bottom 1%” of
neurons? Where does the 1% come from?

To restrict the amount of neurons they have to analyze. Since this
is a percentage, the bottom 1% is an empirical threshold that
they have set.

January 16, 2025 Arseven & Cai Multilingual LMs 54 / 62



Introduction Language Neurons Tracing Facts Conclusion References

Questions to Zhao et al. [2024]

Q3:

Which kind of the 3 fact representations would be “ideal”, which
one would we actually wish for?

Only children select one answer from multiple-choice questions, the
paper’s experiment in neuron probing shows that both
language-independent and cross-language exist. Human cannot
wish, only god wishes. As a normal human, i would prefer explicit
factual knowledge transfer among languages.

January 16, 2025 Arseven & Cai Multilingual LMs 55 / 62



Introduction Language Neurons Tracing Facts Conclusion References

Questions to Zhao et al. [2024]

Q4:

Do you agree with the authors easy-to-learn fact types and ruleset
or may there be others that they disregarded?

They only summarize two types of easy-to-learn fact, but the
remaining other might be splited into finer categories? But i am
not sure.
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