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Locating and Editing Factual 
Associations in GPT

Meng et al. 2022

Two distinct goals
➢ Understanding LLMs: Where is factual knowledge 

stored?
➢ Practical application: How do we edit a fact?



Facts — Where & How?
A quest for knowledge

Thesis

‘Factual associations in GPT correspond to a 
localized computation’

 → The model stores facts — let’s find them!



CounterFact — 
Representing facts

Knowledge tuple
t = (s, r, o) 

Prompt p
LeBron James  plays the sport of 

Correct answer
basketball 

* r = plays sport professionally



Path Tracing



Clean Run



Corrupted Run



Corrupted w/ restoration



Results — Restoring a hidden state



Results — Restoring a hidden state



Results — Restore 10 MLP / Attn layers



Results — Restore 10 MLP / Attn layers



Overall results

➢ Early site (last subject token)  MLPs→
➢ Late site  Attn→
➢ Early site is more surprising

 → further investigation 



Sever MLP / Attn

Severing MLPs neuters early site causal effects 
 → MLPs are essential to recall facts 
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Rank-One Model Editing (ROME)

Assumption

2nd MLP layer ≈ linear associative memory
➢ Key-Value store (K, V)
➢ W K ≈ V



Rank-One Model Editing (ROME)



Find k  and v⁎ ⁎



Find k⁎ and v⁎



Find k  ⁎ and v⁎



Testing on CounterFact

➢ Based on ParaRel  WikiData→
➢ Paraphrase prompts  generalization→
➢ Neighborhood prompts  specificity→

➢ The Eiffel Tower is in Paris

➢ The Louvre is in Paris

➢ Generation prompts  deeper generalization→





Limitations / Comments

➢ Doesn’t work when s and o are reversed
➢ Bill Gates is the founder of Apple 
➢ Apple’s founder is Steve Jobs 

 → Could a bidirectional transformer solve this?



Last subject token? 





Like their ship or their bodies, their 
written language has no forward or 
backward direction. Linguists call this 
"nonlinear orthography," which raises 
the question, "Is this how they think?"



Is the transformer like us?

✔ Our language, orthography and way of thinking is 
(mostly) linear  unidirectional→

✔ Need the whole picture before we can assign facts

The Eiffel…

… affair 

✗ Tokens don’t necessarily match our concepts



Sources
Images

➢ Space needle: https://www.spaceneedle.com/assets/_1440x810_crop_top-center_75_none/spaceneedle-desktop-posterimage.jpg

➢ Arrival: https://en.kinorium.com/676817/gallery/screenshot/ 

     Literature

➢ https://arxiv.org/pdf/2202.05262 (Meng et al. 2022)

➢ https://aclanthology.org/2023.findings-emnlp.1012.pdf (Pinter and Elhadad 2023)

➢ https://arxiv.org/pdf/2407.08734 (Miller et al. 2024)
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     Interview
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