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Figure 1: Tunstall et al. 2022, p. 4.
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Figure 4: Raffel et al. 2020.
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Which pre-training objectives do you know?
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A Mathematical Framework for Transformer Circuits
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Figure 5: Vaswani et al. 2017.




T

The final logits are produced by applying the unembedding.
T(t) = WUl,1

An MLP layer, m, is run and added to the residual stream. One
residual
Tiyo = Tiy1 + m($i_1) block

Each attention head, h, is run and added to the residual stream.

i =@ + Y, h(w)

Token embedding.
g = WEt

Figure 6: Elhage et al. 2021.
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Residual Stream as Communication Channel

m main idea: attention heads and MLPs add information
to the residual stream

m compositionality, responsibility splitting
m residual stream hardly interpretable, components adding
to it may be interpretable

m We (probably) don’t want to interpret the residual
stream!
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Attention Heads are Independent and Fundamentals
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Transformers
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Figure 7: Alammar 2018.




Attention Heads as Information Movement [
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Each vector receives three representations (“roles”)
[ ol = E Query: vector from which
the attention is looking
“Hey there, do you have this information?”
X Key: vector at which the query
K looks to compute weights

“Hi, I have this information - give me a large weight!”
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5 : Value: their weighted sumiis
attention output

“Here’s the information I have!”
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“T' “saw” “cat” “on"

Figure 8: Voita 2023.




Attention Heads as Information Movement

value matrix
(dmodelﬁ dhead)

attention matrix ToT
—>AXW, Wy <—
(ncontext) ncontext)

residual stream

(ncontext’ dmodel)
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ShaF)E: (dmodel,doutput)




T

1d® WyWg + Y A © (WyWhyWe)

heH
“Direct path” The attention head terms describe the
term effects of attention heads in linking input
contributes tokens to logits. A"describes which
to bigram tokens are attended to while Wy Wi, Wg
statistics.

describes how each token changes the
logits if attended to.

T(x) = WyWpxT + > Alx(Wy Wl w)T
heH
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heH A Mathematical
Framework
“Direct path” The attention head terms describe the Preliminaries
term effects of attention heads in linking input One-Layer Attention-Only
contributes tokens to logits. A"describes which TR
e
to bigram token_s are attended to while Wy W5, Wk References
statistics. describes how each token changes the

logits if attended to.

T(x) = WyWexT + ZAhx(WUW(’;VWE)T
heH

We can look at each attention head independently.
Attention is the only communication possibility, enabling
skip-trigrams.




Attention Heads as Information Movement

Src

The OV (“output-value”)
circuit determines how
attending to a given
token affects the logits

WuWoWyWg

The QK (“query-key”)
circuit controls which
tokens the head prefers
to attend to.

WEWoWiWg
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Skip-Trigrams

Some examples of large entries QK/OV circuit

Source Token Destination Token Out Token Example Skip Tri-grams
“ perfect” “are”, “looks”, “ perfect”, “ super’, “ perfect... are perfect’,

“is", " provides” “ absolute”, “ perfect... looks super”
“large” “contains”, “using", “large”, “small’, “large... using large”,

“ specify”, “ contain” “very”, “large... contains small”
“two” “0ne’, \n ", “has”, “two’, “ three”, " four”, “two... One two”,

“\r\n ”, “One” “five”, “one” “two... has three”
“lambda” W, HW, W, “lambda”, “sorted”, “lambda... $\\lambda”,

‘(WS “lambda”, “operator” “lambda... +\\lambda”
“nbsp” “&, “\'&, &, “nbsp”, “01”, “gt", “00012",  “nbsp... &nbsp’,

>&", "=&" “nbs”, “quot” “nbsp... >&nbsp”
“Great” “The”, “Tl the”, “Great”, “great”, “Great... The Great”,

“contains”, “Great... the great”
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The Tokenizer

More examples of large entries QK/OV circuit

Source Token

Destination Token

Out Token

Example Skip Tri-grams

“indy”

" Pike”

“Ralph’

“Lloyd"

“ Pixmap”

e LY
VAT

gty g

R
“p

“indy”, “obby”, “INDY",
Toyd

“ike”, “ikes”,
“ishing”, ‘“owler”

“alph’, “ALPH", “obby",
“erald”

“loyd”, “alph’, “\n
“acman’, ... “atherine”

“ixmap”, “Canvas”,
“Embed”, “grade”

“indy... Cindy",
“indy... CINDY"

“ Pike... Pike",
“Pike... Spikes”

“Ralph... Ralph”,
“Ralph... RALPH"

“Lloyd... Lloyd",
“Lloyd... Catherine”

“ Pixmap... Pixmap”,
“Pixmap... QCanvas”
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Bugs

Limited Expressivity Can Create Bugs which Seem Strange from the Outside

Source Token  Destination Token Out Token “Correct” Skip Tri-grams  “Bug” Skip Tri-grams
“ Pixmap” “P", "Q", "P", “ixmap”, “Canvas”, “ Pixmap... Pixmap”, “ Pixmap... PCanvas”
“p", U “Embed”, “grade” “ Pixmap... QCanvas”

Source Token  Destination Token Out Token “Correct” Skip Tri-grams  “Bug” Skip Tri-grams
“Lloyd” B N “loyd”, \n ", “Lloyd... Lloyd", Lloyd... Cloyd", .,
‘P’ ‘R, “C" “acman’, ... “atherine “Lloyd... Catherine” Lloyd... Latherine’
Source Token  Destination Token Out Token “Correct” Skip Tri-grams  “Bug” Skip Tri-grams
“keep” “in", “at”, “out’, “bay”, “mind”, “keep... in mind”, “keep... in bay”,

“ un’der", “ off”

“wraps”

“keep... at bay”,
“keep... under wraps”

“keep... at wraps”,
“keep... under mind”
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Induction Head - Example 1

Present Token

Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the

Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the B Attention References
Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the W Logit Effect

Mr and Mrs D-Ie ,of .. such nonsense. Mr D@iiley was the

Mr and Mrs Dursi, of .. such nonsense. Mr Durs|i@jf was the

Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the

Mr and Mrs Dursley, of .. such nonsense. Mr Dursley was the

Induction Head - Example 2

the Potters. Mrs ... the Potters arrived .. the Potters had .. keeping the Potters away; they
the Potters. Mrs ... the Potters arrived ... the Potters had .. keeping the Pot- away; they
the Pottersi Mrs ... the Potters arrived ... the Potters had .. keeping the Potters away; they
the Potters. Mrs ...  the Potters arrived ... the Potters had .. keeping the Potters away; they

the Potters. Mrs ... the Potters arrived ... the Potters had .. keeping the Potters away; they




Wrapping Up

How would you conceptualize the residual stream?
What does attention essentially do?
m What is the meaning of query, key, and value?

What does an MLP essentially do?

What can a One-Layer Attention-Only Transformer do?
What do we enable with two layers?

What is an Induction Head?
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