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Own ldeas

m It is possible to propose your own papers.

m If you have a proposal, please approach me as soon as
possible so that | can integrate the proposal into the
semester plan as effectively as possible.
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m Elhage et al. (2022)

fundamental investigations of superposition
toy models to understand behavior
How do they behave and why?

m Gurnee et al. (2023)

sparse linear classifiers (probing) to examine individual
neurons

What responsibilities do neurons in different layers have?
interesting case studies

mono- vs. polysemanticity
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m Liet al. (2023)

Othello: board game

linear and non-linear probing to discover game states
“Can we understand what a model represents and what
does it represent?”

The model seems to have a non-linear representation of
the board.

m Nanda, Lee, et al. (2023)

more probing for the same task
The model seems to have a linear representation of the
board.
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m Wang et al. (2022)

m hypothesis: transformers have subnetworks that are
responsible for certain tasks

m |0l task

m attempt to understand how the model solves this

m Conmy et al. (2023)
B attempt to automatically uncover transformer circuits
m Shi et al. (2024)

m “Do these circuits actually exist?”
m critical view on the circuit hypothesis

History
Othello

Transformer
Circuits

Activation
Patching

Dictionary
Learning |

Dictionary
Learning Il

Self-conditioning

Multilingual
Knowledge

Grokking

Frameworks

Hierarchical
Representations

References




History
Othello

Transformer
Circuits

Activation
Patching

Dictionary
Learning |

Activation Patching

Dictionary
Learning Il

Self-conditioning

Multilingual
Knowledge

Grokking
Frameworks

Hierarchical
Representations

References




m Meng, Bau, et al. (2022)
m activation patching = replacing some activation values
with different values
m activation patching as one way to edit models post-hoc
m “Where do language models store their knowledge?”
m Meng, Sen Sharma, et al. (2022)
m follow-up paper with better performance and large-scale
editing
m Pinter and Elhadad (2023)

m position paper with a critical view on editing
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m Bills et al. (2023)

m language models can explain the function of individual
neurons

m Bricken et al. (2023)
m obstacles: superposition and polysemanticity
m features are not trivially represented as neurons
® uncover features by training sparse autoencoders

m Huben et al. (2024)
m additional material for essentially the same idea
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m Karvonen et al. (2024) Activation

m "“SAEs are cool, but how can we evaluate them?” Patching
m games as benchmarks Dictionary

Learning |
m Makelov et al. (2024) )

m more general approach with supervised feature
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Self-conditioning
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m Suau et al. (2022)
m different take on how to find features
m construct binary datasets with positive and negative
examples

m Kojima et al. (2024)

m follow-up work on multilingual language models
m “Can we find language neurons?”

History
Othello

Transformer
Circuits

Activation
Patching

Dictionary
Learning |

Dictionary
Learning Il

Self-conditioning

Multilingual
Knowledge

Grokking

Frameworks

Hierarchical
Representations

References




History
Othello

Transformer
Circuits

Activation
Patching

Dictionary
Learning |

Multilingual Knowledge

Dictionary
Learning Il

Self-conditioning

Multilingual
Knowledge

Grokking
Frameworks

Hierarchical
Representations

References




m Tang et al. (2024)
m methodology independent but very similar to Kojima
et al. (2024)
m detection via entropy

m Zhao et al. (2024)
m focus on knowledge

m case study showing activation patterns for different
languages
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m Liu et al. (2022)

m theory and experiments on grokking
m “When, how, and why do language models generalize?”

m Nanda, Chan, et al. (2023)
m more mechanistic view on grokking

m “Is it possible to track learning progress live and predict
grokking?”
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Ghandeharioun et al. (2024)

m broad framework that categorizes most earlier
approaches

m studies on next word prediction, attribute extraction,
and entity resolution

Huang et al. (2024)

m new alternative to autoencoders
B rigorous experiments in toy settings
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m Park et al. (2024)

m How are hierarchies represented in language models?
m interesting findings, experiments with WordNet

m Ahuja et al. (2024)
m syntactical hierarchies

m language modeling objective as reason for hierarchical
generalization?
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