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Project 1 - Word-Level AutoCompletion

Task description: WMT 2022 Shared Task: Word-Level AutoCompletion
Data: https://github.com/lemaoliu/WLAC

https://www.statmt.org/wmt22/word-autocompletion.html
https://github.com/lemaoliu/WLAC


Project 1 - What to expect?

This project is a shared task which has well defined data and evaluation metric. It is more
about the approach striking for the best performance.

Possible tasks:

Self-supervised learning on multi-lingual textual data, e.g., translation language model

Neural aligner, e.g. Mask-Align



Project 1 - References

References

GWLAN: General Word-Level AutocompletioN for Computer-Aided Translation

TRANSMART: A PRACTICAL INTERACTIVE MACHINE TRANSLATION SYSTEM

Cross-lingual Language Model Pretraining

Mask-Align

https://arxiv.org/pdf/2105.14913.pdf
https://arxiv.org/pdf/2105.13072.pdf
https://proceedings.neurips.cc/paper/2019/file/c04c19c2c2474dbf5f7ac4372c5b9af1-Paper.pdf
https://thumtblog.github.io/2021/05/15/mask-align/


Project 2 - Sentence-Level AutoCompletion

Task description, see Figure 1: TRANSMART paper
Data:

Same dataset as word-level autocompletion with appropriate adjustment

or dataset used in the references

https://arxiv.org/pdf/2105.13072.pdf


Project 2 - What to expect?

This project is more about the design of the experiment.

Possible tasks:

Design of experiments, e.g., data and evaluation metrics

Constrained search (hard vs soft)

Auto regressive vs Non-Auto regressive translation with constraints



Project 2 - References

References

TRANSMART: A PRACTICAL INTERACTIVE MACHINE TRANSLATION SYSTEM

GWLAN: General Word-Level AutocompletioN for Computer-Aided Translation

Fast Lexically Constrained Decoding with Dynamic Beam Allocation for Neural Machine
Translation

EDITOR: an Edit-Based Transformer with Repositioning for Neural Machine Translation
with Soft Lexical Constraints

https://arxiv.org/pdf/2105.13072.pdf
https://arxiv.org/pdf/2105.14913.pdf
https://aclanthology.org/N18-1119.pdf
https://aclanthology.org/N18-1119.pdf
https://arxiv.org/pdf/2011.06868.pdf
https://arxiv.org/pdf/2011.06868.pdf

